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Abstract—High-performance computing (HPC) systems rely on
new technologies such as emerging devices, advanced integration
techniques, and computing architecture to continue advancing
performance. The adoption of new techniques could potentially
leave high-performance computing systems vulnerable to new
security threats. This work analyzes the security challenges in the
HPC systems that employ three-dimensional integrated circuits
and approximating computing. Case studies are provided to show
the impact of new security threats on the system integrity and
highlight the urgent need for new security measures.

Index Terms—Computing systems, hardware security, approx-
imate computing, machine learning, deep learning, reliability,
fault tolerance, three-dimensional (3D) integrated circuit.

I. INTRODUCTION

High-performance computing (HPC) is essential for ad-
vancing the study of nuclear energy, astrophysics, biology,
chemistry, national security, and many other fields [1], [2].
HPC systems use supercomputers and computing clusters to
solve large computational problems [3] and provide tremen-
dous computing power for modeling or facilitating to make
important decisions. Progress on the development of HPC
systems relies on new algorithms for massive parallelism, new
process unit architectures composed of new accelerators and
general-purpose processors, new fast memory materials and
new integration technologies [4].

Numerous industries are placing their trust and sensitive
data in HPC systems. This fact underscores the need for secure
HPC infrastructure in diverse fields such as disease eradi-
cation, biomedical research, and the geological and mining
industry [2], [5], [6]. As security concerns on the semicon-
ductor supply chain attract growing attention [7], trustworthy
hardware for HPC emerges as an critical challenge for HPC
development. Hence, the security issues of HPC systems’
hardware components is the primary focus of this work.

The design of HPC involves the utilization of emerging
technologies, like three-dimensional integrated circuits (3D
ICs). The high device density, high bandwidth, and low power
consumption qualifications of 3D architecture can perfectly
help HPC systems achieve the goal of high performance at
a low cost. However, the internal security issue of 3D ICs
make the HPC systems built on them become vulnerable to
malicious attacks. HPC systems require high computational
capability to provide better performance. However, with the
energy constraints and limited resources, traditional HPC
systems still may not be able to provide the optimal energy-
performance tradeoff. In order to solve this issue, approximate

computing has emerged as a technique which improves the
computational performance with acceptable error tolerance in
the output. Nevertheless, approximate computing techniques
could lead HPC systems to be vulnerable to new security
threats.

The organization of the rest of this work is as follow:
Section II provides examples of unique threats on HPC sys-
tems, Section III introduces the security threats in 3D ICs
and systems, Section IV discusses potential attack surfaces in
approximate computing systems. This work is concluded in
Section VI.

II. UNIQUE SECURITY THREATS ON HPC SYSTEMS

As reliance on HPCs and their superior processing power
becomes more ubiquitous in our nation’s institutions, it is
imperative to protect HPC systems from security threats [8].
Unlike with desktop computers, the major threat to HPCs
(especially multi-user HPC systems) is escalation attacks,
which exploit operating system vulnerabilities through acqui-
sition of an administrator’s privilege to eventually operate the
entire system or damage it [9]. HPC computers have distinct
systems, resources, and assets that an attacker could target.
Thus, the security needs for HPCs are different from other
communication systems [10]. For instance, an analysis of the
Centre for Development of Advanced Computing HPC Lab
revealed several security vulnerabilities in their system that
could have been exploited in an attack [11]. A major flaw
called “pam tally” was intended as a defensive precaution. It
functioned by locking users out of the system after too many
failed password attempts. In reality, “pam tally” exposed the
system to a denial of service attack.

It emerges as a trend that IoT devices are connected with
HPC systems [12]. However, the authentication protocol and
middleware that permit safe and secure integration of IoT and
HPC are not mature yet. Services like processing, storage,
sensing, security, context awareness, and actuating are not
working in the most cohesive manner [13]. Moreover, the
inevitable integration of the IoT and HPC presents a new
security challenge in that a virtual threat could impact a user’s
physical safety via any internet connected device [13]. Due
to limited computational power and storage capacity in IoT
devices, preventative security measures should be implemented
in the HPC systems to assure the interconnection between the
HPC and IoT.



Currently, there exist many software methods to assure the

security of HPC systems. Unfortunately, software approaches

could be bypassed eventually or lead to new attack surfaces.

Moreover, HPC functionality is firmly grounded in hybrid

computing that uses hardware accelerators and coprocessors

to do parallel processing on a large scale [11]. As hardware

is the root of trust, this work focuses on the security threats

from the hardware perspective.

III. SECURITY CHALLENGES DUE TO 3D INTEGRATION

A. 3D ICs in High-Performance Computing Systems

3D ICs play an important role in achieving high-

performance computing. The natural advantages of the 3D

architecture, including high device density, high bandwidth

and low power consumption, fit them perfectly into HPC

systems.

1) 3D Architecture for Increasing Memory Density: 3D

architecture makes great contribution to tackle the commu-

nication bottleneck between memory and computational units

in HPC systems [14]. The 3D architecture of DRAM, Hybrid

Memory Cube (HMC) [15], integrates multiple DRAM layers

plus a logic layer into a stacking memory cube, which signif-

icantly increases the memory density. This stacking structure

also utilizes through-silicon vias (TSVs) to communicate be-

tween memory layers, reducing the system latency and power

consumption simultaneously.

2) 3D Architecture for Expanding Bandwidth: In 3D sys-

tems, the utilization of TSVs is an effective strategy to expand

the memory bandwidth and thus improve the data transmission

speed. For instance, the 3D TSV packing technology intro-

duced in [16] integrates over 1200 TSVs into a two-tier 3D

structure, achieving a memory bandwidth of 12.8 GB/s.

3) 3D Architecture for Saving Power/Energy: Thanks to

a short global wiring length, small chip size, and small pin

capacitance, 3D ICs are promising to reduce the total power

consumption of HPC systems [17], especially switching power

for global interconnections [18]. In the work [19], an Intel

Pentium 4 family microprocessor is divided into two dies

and stacked together in face-to-face bonding with TSVs. This

3D architecture brings blocks closer in distance so that the

inter-block interconnect is reduced, thus power and latency

being reduced compared to the traditional planar structure. As

reported in [19], both the power consumption and performance

are improved by 15%.

B. Security Threats in 3D Systems

Despite its benefits on memory density, bandwidth and

power consumption, 3D integration results in unique security

challenges [20]. Under certain circumstances, it is even more

challenging to address the security threats in 3D ICs than in

2D planar chips. Split manufacturing and outsourced fabri-

cation may introduce threats either from untrusted single-die

foundries or from untrusted vertical interconnect manufactur-

ers. Untrusted foundries might insert malicious circuitry in 3D

chips [21]. Unfortunately, the factors of high device density,

limited probing capability and large PVT (power, voltage,

Fig. 1: 3D hardware Trojan insertion by untrusted foundries.

Fig. 2: 3D Trojans models [21].

and temperature) variation in 3D ICs increase the difficulty

of applying functional testing to 3D chips [20]. In addition,

poor thermal dissipation in 3D stacking structures may also

be exploited by adversary to insert malicious component [21]

or purposely accelerate device aging.

Hardware Trojans are malicious modifications made on

hardware to fulfill attackers’ intentions such as sabotaging

the original function carried by the target hardware, causing

hardware performance degradation, and leaking confidential

information embedded in the hardware. The increased number

of transistors and the vertical dimension integration in 3D ICs

leaves more potentially exploitable space for an attacker to

implement hardware Trojans. Furthermore, split manufactur-

ing and outsourced fabrication provide more opportunities for

Trojan insertion in the long semiconductor supply chain, as

shown in Fig. 1.

New hardware Trojans may also show up in 3D chips.

The poor thermal conductivity in 3D chips leads to transition

glitches, which could be exploited as Trojan triggers. As

reported in the work [22], [23], thermal-triggered Trojans can

be inserted by any malicious foundry with access to the layout

of the design. Those Trojans are likely to be inserted in the

middle tier, where the heat is harder to dissipate than in other

tiers [23]. Our recent work [21], [24] envisions that new cross-

tier Trojans might occur in the 3D systems. Either the trigger



Fig. 3: MOLES Trojan in a 3D system.

circuit and payload circuit are separated and moved to different

tiers, or the trigger circuit being split and relocated to multiple

tiers jointly activates the payload [24]. Figure 2 summarizes

the potential 3D Trojans.

Security threats from hardware Trojans cannot be ignored

while we are pursuing better performance in our electronic

devices and systems. As we introduced in our previous

work [21], a Trojan mounted on 3D chips could possibly alter

the original function of the chip or stealthily leak important

information. If those chips with Trojan inserted are used in

high-performance computing systems, those systems could

suffer from more catastrophic effect in a more rapid manner

than a personal computer (PC). This is because the HPC

systems operate at a much faster speed and serve for more

clients than a single PC. A breached storage node in the HPC

system could leak a large amount of user data.

The detection of hardware Trojans is more difficult in the

3D environment compared to its 2D counterpart. A 2D Trojan

detection approach, Temporal Self-Referencing (TeSR) ap-

proach [25], collects the current signatures of two consecutive

time windows, in which the victim system runs the same logic

transitions. If no Trojan is inserted in the system, the current

signatures are identical. In contrast, the triggered Trojan leads

to different current signatures. A metric, the Euclidean point-

wise distance (EPWD) between two signatures collected from

two consecutive time windows, was adopted to evaluate the

consistency between the signatures [25]. The EPWD obtained

from Trojan-free cased was used as a reference at runtime.

If the EPWD for tested target system is greater than the

reference, the presence of a hardware Trojan in the target

system is detected.

We implemented the TeSR method and MOLES Tro-

jans [26] in our transistor-level 3D IC model, which was built

with a 45nm NCSU FreePDK technology [27]. The MOLES

Trojan aims at leaking encryption key of crypto modules. It

can be implemented in 3D system as shown in Fig 3. The

Trojan trigger module monitors the input data of the target

and generates a trigger signal, which initializes pseudo random

number generator (PRNG). The generated random number is

then XORed with the encryption key used in the cypto module

(in our case study, it is an AES S-box). Finally, the XORed

Fig. 4: TeSR effectiveness in 3D environment for different

sizes of Trojans.

Fig. 5: TeSR effectiveness in 3D environment for different

sized victim systems.

result will drive a capacitor to charge or discharge, assisting

side-channel attacks. According to the experimental results

shown in Fig. 4, TeSR fails to detect the MOLES Trojans

in 3D system regardless of the Trojan size since the EPWD

of the Trojan triggered cases is less than the reference. Next,

we changed the size of the victim system (Trojan target) from

a single AES S-box to eight S-boxes. As shown in Fig. 5,

the TeSR method cannot detect most of the cases. From

our case study, we conclude that the existing 2D hardware

Trojan detection methods may not be as effective as when

they operate in 3D scenarios.

Other than hardware Trojans, 3D ICs may also face the

challenge from other types of attacks. Many researchers con-

sider 3D integration having natural defense to certain attacks

due to their stacking structures. For example, the variation

characteristics of 3D ICs can blur the relationship between

side-channel signals and the data that attackers try to extract.

However, if attackers can focus on the side-channel signal

measurement of the target modules and mute other system

operations, side-channel attacks are still applicable to 3D ICs.

Split manufacturing is a secure mechanism for 3D IC fabrica-

tion. However, if the I/O definition and certain specifications

of the commercial dies in a 3D stack are public, attackers can

still reverse engineer the design and make counterfeit chips

accordingly [28].



Fig. 6: Approximation strategies used in SRAM, DRAM and

PCM.

IV. SECURITY CHALLENGES DUE TO APPROXIMATE

COMPUTING

A. Urgent Need for Approximate Computing

According to the International Data Corporation (IDC) [29],

the amount of information managed by worldwide datacenters

will grow by 50 times, while the number of processors will

increase by only 10 times in a decade. The increase in digital

data at the predicted rate, will cause a surge in demand for

storage units which in turn will require additional resources.

The electricity consumption of just U.S. datacenters, which

was 61 billion kilo watt hour (kWh) in 2006, will increase to

140 billion kWh in 2020 [30]. Therefore, a solution is needed

to accommodate more data with limited resources and power

consumption. Approximate computing (AC) has emerged as a

promising option to address this need. AC is able to improve

energy efficiency at the cost of reduced accuracy [31], [32].

Since applications like image processing, machine learning,

and computer vision can tolerate errors during computation

or memory storage, approximate computing fits perfectly as a

means of reducing power consumption and maintaining system

quality [33], [34].

Applications like Recognition, Mining and Synthesis(RMS)

requires high computations [35]. To improve the performance

of the RMS applications researchers are considering to employ

approximate computing techniques. For instance, the adders

are replaced with approximate adders [36] and multipliers [37]

are replaced with approximate multipliers. However, there

are certain security threats imposed by using approximate

computing techniques. Some of the security threats imposed by

using approximate techniques in HPC systems are discussed

in the below sub-section.

B. New Attack Surfaces in Approximate Computing Systems

Approximate computing can be implemented with four dif-

ferent strategies: approximate system, approximate software,

approximate storage, and approximate arithmetic circuit. If

approximate techniques are adopted in HPC systems, we

need to be aware of the potential attacks induced by the

use of approximate computing. In the following subsection,

we discuss possible attack surfaces in approximate storage,

approximate arithmetic circuits, and applications using approx-

imate computing.

1) Memory: Figure 6 shows the approximate comput-

ing strategies employed in three types of memory: DRAM,

SRAM, and phase-change memory (PCM). In DRAM, the

power consumption for memory refresh is almost 50% of

the total power consumption [38]. Moreover, write and read

operations are prohibited during memory refreshing periods.

This fact limits the throughput of DRAM. To improve energy

efficiency and throughput, approximate DRAM selectively

reduces the refresh rate. The DRAM controller issues the

commands through the command bus to indicate if the DRAM

memory cells of interest should be refreshed at the regular

interval or a reduced rate. If approximate DRAM is deployed

in HPC systems, it is critical to protect the memory refresh

controller. Otherwise, once the adversary has control over the

command bus and manipulates the refresh logic command,

he/she could reduce the refresh rate for the precise DRAM

cells to induce memory errors. Attacks on the hybrid pre-

cise/approximate DRAM will sabotage the memory integrity,

thus harming the computation-intensive HPC applications.

In SRAM, approximation storage is achieved by reducing

the supply voltage for the memory cells storing the least

significant bits (LSB). An adversary with control of the voltage

regulator could maliciously reduce the supply voltage of the

approximate SRAM memory blocks, tampering with the stored

data. The compromised SRAM blocks will lead the HPC

system to experience some unexpected failures more often than

usual, which will cause catastrophic consequences on the HPC

users.

PCM is a non-volatile memory that is commonly used as a

multi-level cell. It has great potential to be used in HPC sys-

tems storage. Approximation in PCM is obtained by reducing

the guard band between digital levels. From Fig. 6 we can see

that, the guard band for approximate PCM is narrower than

that of precise PCM. Although approximate PCM is outfitted

with advantages like a faster read and write speed and lower

power consumption, the approximation mechanisms used in

PCM could be exploited to develop new attack surfaces. We

introduced possible attack scenarios in the work [39]. For

instance, the definition of guard band could be altered such

that the number of writing iterations for different logic levels

is changed accordingly. The analog-to-digital level converter

is prone to attack as well.

2) Arithmetic Circuit: Adders are the basic building blocks

of arithmetic circuits. The power consumption and critical-path

delay due to the carry-bit calculation is typically prominent in

an adder. Since precise calculations are not necessary for all

applications, approximation techniques employed in arithmetic

circuits could help in achieving energy efficiency. For example,

the use of inexact adders with acceptable accuracy loss in

computation-intensive applications like machine learning can

reduce the delay by 18.79% and area by 31.44% compared to

using the precise arithmetic circuits [36].

Arithmetic circuits use approximation techniques like logic

minimization in which the logical function is re-arranged such

that the implementation requires the minimal number of logic

gates. For example, in work [40], the truth table of the adder



Fig. 7: General architecture for neural network computation.

is altered so that the sum and carry logic of a full adder
is implemented with minimal logic gates. Other approximate
techniques used in arithmetic circuits include ignoring the
carry propagation logic for the LSB bits or separating the carry
propagation logic for MSB and LSB bits.

Approximate computing techniques employed in arithmetic
circuits help in gaining energy efficiency. However, these ap-
proximate circuits could draw security threats. If approximate
arithmetic circuits are used in HPC systems, the security
threats possessed by arithmetic circuits could breach confi-
dential information stored in HPC systems. For instance, the
adversary could use the inaccuracy generated in the adder out-
put to hide some malicious information within the inaccurate
part. Since, the data in the inaccurate portion is not particularly
important any changes could be easily bypassed during Trojan
detection. An attacker could later use the data stored in the
inaccurate portion to trigger the Trojan and thus damage or
alter the functionality of the system.

3) Application: Recognition, mining, and synthesis (RMS)
applications are considered to be emerging high performance
and computation-intensive applications [35]. Approximate
computing can be employed in RMS applications because they
are inherently error tolerant as most of the inputs to these
applications coming from the sensors, which often contain
noise. Moreover, the output of RMS applications do not need
to have high precision because humans have limited perceptual
capabilities [36]. Artificial neural networks(ANN) are one of
the most widely used machine learning techniques for RMS
applications. In ANN, approximate computing is employed
using approximate adders or multipliers [36], [37]. Other
approximate techniques employed in ANN include memory
access skipping [37] and precision scaling [41].

We used a general feedforward deep neural network as a
case study to show the impact of manipulated approximate
computing on the application output. Figure 7 shows the gen-
eral architecture for a neural network. In the neural network,
the function for the kth hidden layer can be represented using
Eq.(1) [42].

yk+1 = σk+1 (Wk+1 ∗ yk + φk+1) (1)

The weight matrix W and bias co-efficiency φ are adjusted

(a)

(b)

Fig. 8: Impact of approximate computing in ANN.

to train the network which adopts the best fit parameters to
emulate the desired function. The common activation functions
σ() are the logistic function (a.k.a Sigmoid), Rectified linear
unit function (ReLU) and SoftPlus. The approximate version
of multiplication and addition facilitates the preservation of
computation power for the neural network. However, the
inexact arithmetic circuit will lead to network performance
degradation.

We constructed the basic arithmetic circuit to implement the
function expressed in Eq.(1). A series of random input, 10000
data points, was fed to the network. The uniformly distributed
random weight and bias were applied to the network, as well.
We manipulated the precision of multiplication or addition and
compared the output of the trained network. The number of
muted mantissa varies from 10 bits (i.e. ACM10) to 50 bits
(i.e. ACM50) for double precision floating point numbers. As
shown in Fig. 8(a), the difference in output increases with
more ignored mantissa bits. We also examined the impact
of different activation functions used in the neural network.



Figure 8(b) indicates that no matter which activation function
is used, the difference on output due to approximate computing
cannot be ignored when the number of approximate bits
increases.

HPC systems are moving towards adopting AC techniques
to improve performance and energy efficiency simultaneously.
However, as indicated in the experimental results shown in
Fig 8, the use of approximate computing will lead the system
to be vulnerable to various security threats. Thus, while
we employ AC techniques, security measures are needed
to strengthen HPC systems against security threats analyzed
above.

V. CONCLUSION

High performance is the primary focus of HPC system de-
signers and users. However, since hardware for HPC systems
suffers from supply chain attacks, it is imperative to inves-
tigate the security challenges on HPC systems. In particular,
this work introduces the security threats from the hardware
perspective. We first introduce the new hardware Trojans that
could be implemented in the 3D-IC based HPC systems.
The existing Trojan detection method for 2D systems are
prone to fail in 3D systems now due to increased noise. We
also envision that the use of approximate computing in HPC
systems will lead to new attack surfaces. We expect this work
will inspire researchers to develop effective countermeasures
to improve the resilience of HPC systems against security
threats on the hardware components used in HPC.
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